
 

 
 
 
 
 
 
 
 
 
Abstract- The rapid developments in the field 
of internet search engines underline the need 
for reliable method to evaluate its performance. 
So far, the vast majority of researchers have 
relied on the "precision" and "recall" measures 
known from the field of Information Retrieval 
Unfortunately, both of them fail to assess how 
successfully they rank the returned documents 
according to their relevance. In this paper, we 
discuss this issue in some detail, and then 
propose a new mechanism for the evaluation of 
the quality of search-engine rankings. 
 
 
Index Terms—SEREET, Search Engine 
Ranking, Information Retrieval Evaluation 

I. INTRODUCTION 

HE Internet revolution gave rise to the search 
engine, the only tool capable of identifying 

among the billions of web sites those that are 
relevant to the user's needs. Starting from mid 
1990s, hundreds of companies specializing on 
these tools have appeared. Many of them have 
gone out of business; others have merged, and 
yet others have joined this thriving market only 
recently, seeking either to outperform their 
predecessors, or to fit previously unexplored 
niches. 

The principle of this tool is simple. Upon 
the entry of user's query, the search engine 
analyzes its repository of stored web sites and 
returns a list of relevant hyperlinks ordered by 
the relevance of the web sites to what the user 
needs. Many mechanisms to assess this 
relevance have been exploited, among them 
keyword frequency, page usage, link analysis, 
and various combinations of these three. Each 
of the multitude of alternative ranking 
algorithms leads to a different hyperlink 
ordering. Hence it becomes necessary to 
determine as to which of these algorithms 
yields the best results in terms of offering the 
most realistic set of hyperlinks to an average 
user query. 

 
 
 
 
 
 
 
 
 
A two-pronged strategy is necessary if the 
question is to be answered in a satisfactory 
manner. First, we need appropriate 
experimental procedures that submit to the 
machine well-selected testing queries to which 
the relevant answers are known. Second, we 
need performance criteria to evaluate the 
quality of the search engine responses to the 
testing queries. 

In this paper, we focus on the latter aspect. 
As discussed in the next section, the previous 
research has predominantly used the current 
classical performance metrics of precision and 
recall that are commonly used in the field of 
Information Retrieval. However, the utility of 
these metrics for search engine evaluation is 
limited: precision and recall establish whether 
the returned list contains the predominantly 
relevant links, and how many relevant links are 
missing. What they ignore is whether more 
relevant links find themselves high up in the 
list. 

We begin by an extensive survey of related 
work in Section 2. Section 3 addresses our 
method accompanied by examples and 
comparison with existing algorithms. In section 
4, we present the discussion and conclusions of 
our work.  

II. RELATED STUDIES 

Precision and Recall is the most widely used 
tool to evaluate an information retrieval system. 
It is used by scientists to evaluate retrieval 
information systems. Zhang and Dong [8] 
present a review of many ranking algorithms 
and discuss the deficiencies in the existing 
techniques. The authors propose an algorithm 
with a multidimensional technique and claim an 
improvement in the ranking result. Their 
algorithm produces more relevant documents 
and better precision. Shafi and Rather [20] use 
Precision and Recall to evaluate the 
performance of five different search engines. 
Chu and Rosenthal [11] present the same 
evaluation criteria for retrieval performance as 
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the work proposed by Shafi and Rather [20]. 
However, they use precision and response time 
instead of precision and recall. Li and Danzig 
[23] introduce a new ranking algorithm. They 
argue that their technique is much better in 
space and time complexity. The authors claim 
that their system has a better precision and 
recall than the existing algorithms.  

New approaches evolved in ranking 
algorithms with new ideas, but Precision and 
Recall was used to evaluate the retrieval 
system. Eastman and Jansen [5] explore the 
impact of query operators on web search engine 
results. The authors use coverage, relative 
precision and ranking as questions trying to 
answer in their research. Goncalves et al. [15] 
present an algorithm to measure the 
effectiveness of a retrieval system as an overall. 
It measures how much a document is relevant 
to the query, but it does not compare two 
retrieval systems. It does not show if a rank of a 
retrieval system is efficient enough. The 
authors use Precision and Recall as an 
evaluation tool. Yuwono et al. [4] explore the 
relevance feedback in effecting the retrieved 
documents. The authors use Precision and 
Recall as a tool to evaluate the ranking 
efficiency. Hawking et al. [7] tried to answer 
the question "Can link information result in 
better PageRank?" The authors discuss the 
effectiveness of a search engine and its 
performance by measuring its precision and 
recall. Yuwono and Lee [3] provide four 
different ranking algorithms: Boolean Spread 
Activation, Most-cited, TFxIDF and Vector 
Spread Activation. The authors use different 
queries to compare these four algorithms with 
each other. Their ranking evaluation was based 
on Precision and Recall. 

The hypertext algorithm was a new 
approach proposed by Brin and Page [22] to 
improve the ranking of retrieved web pages. 
The authors claim that this approach would 
improve the search result by having high 
precision rank. Baeza-Yates and Davis [16] 
show that link attribute of a Web Page can 
improve the ranking by improving the precision 
of the system. Trotman and O'Keefe [2] use 
precision to evaluate the ranking algorithm. 
They depict how a weight is awarded to each 
document.  

Pay per performance (PPP) search engine is 
a different approach in search engine ranking. 
Goh and Ang [9] discuss this approach and use 
precision and recall to evaluate the ranking 

performance. Ljosland [14] presents a 
comparison between three search engines: 
Atavista, Google and Alltheweb. The author 
uses precision to evaluate the performance of 
each engine. Bifet and Catillo [1] explore the 
top web pages appearing in the rank. They also 
explore the shifted ones. The authors use 
precision to calculate the efficiency of the rank.  

Precision and Recall was used in most 
ranking evaluation as we saw in previous 
works. However, many scientists use different 
evaluation tools. Precision and Recall can 
evaluate the retrieval system, but they cannot 
precisely evaluate the efficiency of the rank. 
Any change in the order of the retrieved 
documents does not necessarily affect the 
precision and the recall. This variable (the order 
of the retrieved documents) cannot be measured 
using Precision and Recall method. 

Clarke and Cormack [6] introduced a new 
approach toward ranking evaluation. Their 
work was to evaluate each document and give a 
specific weight to the document according to 
all other retrieved documents. They are 
interested in documents' weight according to 
other documents. Their method would change 
the order of the retrieved documents. But it 
does not evaluate the rank itself. Algorithms for 
ranking retrieved documents such as these 
introduced in [22], [12] and [19] were used to 
rank web pages; however, they still do not 
measure the ranking algorithm and its 
efficiency. Kamvar et al. [21] explore many 
PageRank scheme and provide two algorithms. 
They present the Adaptive PageRank and the 
Modified Adaptive PageRank. The authors 
have not discussed the ranking evaluation in 
their work. White et al. [18] present an 
evaluation to encourage user to interact with 
the search result. They showed how their 
approach improves the PageRank. However, 
their paper does not show any tool to 
numerically evaluate a PageRank.  

New evaluation tool other than Precision 
and Recall were introduced. Losee and Paris 
[17] oppose the use of Precision and Recall as a 
measure to evaluate search engine ranking 
performance. The authors suggest a probability 
method and proved that their proposed solution 
would result in a much better evaluation. The 
authors present the Average Search Length 
(ASL). ASL finds the average position of the 
retrieved document. This method is much better 
than precision in evaluating the ranking 
performance. However, as the authors mention, 
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a small number of relevant documents in the 
top of the rank may represent a superior 
performance. They present the Expected Search 
Length (ESL) as an alternative approach. This 
method counts only the non-relevant 
documents. In this evaluation the system must 
minimize the ESL value for better performance. 
The authors [17] advocate our approach in 
finding an alternative method to measure the 
performance of a ranking system. Haveliwala 
[24] compares two different ranking by 
measuring the degree of similarity. He 
calculates the degree of overlap between the 
top URLs of the two ranking lists. Our 
approach is to find a numerical evaluation for 
each ranking list rather than comparing the two 
different ranks.  

 

III.  PROPOSED MECHANISM FOR RANKING 

Precision and Recall is used to evaluate the 
efficiency of a retrieval system. A large number 
of relevant documents and a few irrelevant ones 
give a high system precision. Precision is 
calculated according to formula (1). It is the 
ratio of the relevant documents retrieved to the 
total number of retrieved documents. The recall 
of a retrieval system is the ratio of the relevant 
documents retrieved to the relevant documents 
in the database of the system. It is infeasible to 
accurately calculate the number of documents 
in a database of a search engine. It appears that 
Precision and Recall has some limitations in 
calculating ranking efficiency.  

%100*
 i.d.r) of# r.d.r  of(#

r.d.r of#

+
=precision       (1) 

 
where  r.d.r: relevant documents retrieved 
 i.d.r: irrelevant documents retrieved 
 

%100*
 r.d.db of#

r.d.r of#=recall      (2) 

 
where  r.d.r: relevant documents retrieved 
 r.d.db: relevant documents in database  
 

In all cases, we might have the tool to find 
the number of relevant documents retrieved, 
and the number of irrelevant documents 
retrieved. However, the number of relevant 
documents that exist in a database cannot be 
found. Therefore, we are certainly unable to 
calculate the recall value precisely. The 

problem with precision is presented in example 
1, 2 and 3. 
 
 
 
 
 
 
 
 
 
 
 

Fig1. The retrieved web pages 
 
 
Example 1: Suppose we have the retrieved web 
pages in the order shown in figure 1. Suppose 
the following web pages are the only relevant 
documents to the query and the other 
documents (web pages) are irrelevant.  

 
a. www.aa.com 
b. www.amazon.com 
e. www.ebay.com 
g. www.ibm.com 
i. www.overstock.com 
j. www.sony.com 

 
Then 

%100*
 i.d.r) of# r.d.r  of(#

r.d.r of#

+
=precision  

 

%100*
46

6

+
=precision . 

 
    = 60 % 
 
Example 2: Suppose the following documents 
are the only relevant documents and the other 
documents are irrelevant. 

 
 

 
 
 
 
 
 
Suppose the search engine ranks the web pages 
in the order shown in Figure1: 
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Then 

%100*
46

6

+
=precision   = 60%. 

Example 3: Suppose the following web pages 
are the only relevant documents and the other 
documents are irrelevant: 

 
a. www.aa.com 
b. www.amazon.com 
c. www.book.com 
d. www.dell.com 
e. www.ebay.com 
f. www.google.com 

 
 
Suppose the search engine ranks the web pages 
in the order shown in Figure1: 
Then 

%100*
46

6

+
=precision  

 
 = 60 %. 
 
With three different sequences, we found that 
the precision does not change. Using precision 
tells us that the efficiency of the three retrieval 
systems is the same in the three systems. 
However, examples 1, 2 and 3 show that we 
have three systems. These systems have totally 
different sequences and they should have 
different ranking efficiencies.  
 
We propose the Search Engine Ranking 
Efficiency Evaluation Tool (S.E.R.E.E.T.) to 
distinguish among any ranking systems. The 
purpose of this algorithm is to numerically 
evaluate the efficiency of the search engine 
rank. 
 
Definition 
Let there be m≥0 hits and n≥0 misses, 
(m+n)≥1.  
 
Let       i,  
 
represents the position of a website name on the 
search output list that is hit or missed, and let 
the position of the jth hit, 
                 
 
 
be given by hj Obviously 1<= hj <= (m+n), for 
all j. 

Let the Wi denote the weight of the ith. website 
name, where   
 
 
* Define  Wi as follows: 
           Wi = m + n + 1 - i, if the ith name is a hit. 
           Wi = 0, if the ith name is a miss. 
 
Then the efficiency of ranking of search engine 
is given by formula (3): 
 
E=                                                                   (3) 
 
 
Example 4: 
Consider there are m=5 hits and n=4 misses in 
the order shown below: 
1. h1 
2. m1 
3. m2 
4. h2 
5. h3 
6. h4 
7. h5 
8. m3 
9. m4 
 
w1= m+n+1-1= 5+4 =9 
w2=0 
w3=0 
w4= m+n+1-4 =6 
w5= m+n+1-5=5 
w6= m+n+1-6=4  
w7= m+n+1-7=3 
w8=0 
w9=0 
 
Then  
 
 
E =  
 
 
   =  ( 9+6+5+4+3)*                               *100% 
 
              
   =  27 *                 *100 % 
 
     
              =               *100 % 
 
              = 60 % 
 
Lemma 1:         For integer m > 0, 
 

%100
)1()(

2

1

∗
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m+++ ...21   =     
 
 
Proof:  
 
Let       S(m) = 1+2+ … + m        (L1.1) 
We can rewrite    
 
S(m) = m+ m-1+ … +1                (L1.2) 
 
Adding both the sides of (L1.1) and (L1.2), 
 
we get      2*S (m) = m * (m+1)  
 
Hence 
 
S(m) =  
 
Hence we have proved the lemma. 
 
 
Theorem 1:  
If there are no misses, the efficiency of the 
search engine is 100%. 
 
Proof: 
If there are no misses, n=0. 
Hence Efficiency (E) : 
 
 
E =  
 
 
E=                                                             (T1.1) 
 
 
Also, imWi −+= 1  
 
Hence from (T1.1), 
 
Efficiency  
 
 
E=                                                             (T1.1) 
 
 
=     
 
 
= 
 
 
=                 *               * 100%   from Lemma 1.      
 

=    100%. 
 
 
 
Theorem2:  
Let there be m hits, m≥0, and n misses, n≥0, 
(m+n)≥1, for two website name lists W1 and 
W2. W1 is such that it has its hits only positions 
i , 1 ≤  i ≤ m. W2 is such that it has one miss in 
position M, 1≤ M ≤ m, all other hits in position 
i , 1 ≤ i ≤ m and one hit in position H,     
m < H ≤ ( m + n ). Then E1 >E2 
where E1 and E2 are efficiencies for W1 and W2, 
respectively. 
 
Proof: 
We have 
 
 
E1 =      
 
 
     
                 = 
 
 
 
 where   K =                                                          
 
 

 E1 =                                                           (2.1) 
 

                       
                       
    E2 =  
 
  
          
        =   
 
                  
         
        = 
 
 
  
        =  
  
                 
       
       =  
 
               
 
       =                                                           (2.2) 
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Observe that H > m > M by hypothesis (2.3). 
Hence comparing (2.1) and (2.2) in view of the 
fact (2.3),  
we have    
       E1 > E2  
Theorem 3  
Let there be m hits, m ≥ 1 and n misses, n ≥ 0, 
(m+n)≥1 for two website name lists W1 and 
W2. W1 has all the hits in positions i,                    
, 
and all the misses in positions j,                           
W2 has p misses in positions k ,                        
and                                    
and (n-p) hits in positions l ,  
 
Then E1 > E2 . 
 
Proof 
We will prove this theorem by induction.  

 
1. By theorem 2, the hypothesis is true for 

p=1. 
2. Assume the hypothesis is true for p = e,   

e ≤ n    
 
let      be the efficiency of this website name list 
denoted by We   
 
then E1 > E e                         (3.1) 
 
let us exchange the positions of one hit at 
position s, s<m and one miss at t , t>m.  
 
Thus now we have a new website name  
list               such that it has   
   
e +1  misses in positions K ,  
 
Let                  be the efficiency of   
 
then 
             
       = 
 
 
 
           =  k    
 
 
 
Where  k =   
 
Hence 
 
         = K                         

=  K                   
 
 
Since  s<m   and t>m , we have s<t             (3.3) 
 
 
Also ,         = k 
 
 
 
= k                                                  
 
 
 
= k                                                               (3.4) 
 
 
 
Comparing (3.2) and ( 3.4) and using (3.3), we 
have               
 
     E e > E e+1                                                (3.5) 
 
From (3.1) we have E e > E e+1                
 
Hence   E e > E e+1 
         
Hence the hypothesis is true for p=e+1 
Hence by induction, we have proved the 
theorem. 
 

IV.  4. DISCUSSION AND CONCLUSIONS 

With a close look at many of the evaluation 
tools used in search engine ranking, we found 
that those tools do not address the need for 
ranking evaluation. They only look at 
document level, but not at the ranking 
evaluation level. Precision and Recall does not 
precisely measure ranking efficiency; they 
rather measure the percentage of good and bad 
documents in the retrieved bag.  

Search Engine Ranking Efficiency 
Evaluation Tool (S.E.R.E.E.T.) introduced in 
our earlier work provides a unique tool to 
precisely measure the ranking efficiency. In 
this paper we show the mathematical formula 
behind the SEREET tool. If we have two 
different ranking algorithms with the same 
precision, we still can favor one over the other 
by using SEREET.  
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